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○ Real2Sim Asset Creation from a single-view RGB-D

○ Object-centric holistic 3D scene understanding pipeline

○ Recovers 3D shape, 6D pose and sizes and appearance of 

multiple novel  objects

○ No CAD models or explicit 3D input required

○ Applications: Object Identification, Instance Tracking, 

Real2Sim Asset Creation,

Project Webpage: https://zubair-irshad.github.io/projects/ShAPO.html
Youtube: https://www.youtube.com/watch?v=LMg7NDcLDcA
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★ Prior Works...
○ Not Scalable/Holistic

○ Low performance in 

challenging scenarios

○ Shape representation 

sample inefficient

★ We employ an two-stage approach
1. A single-shot network to predict 3D shape, pose and size codes 

along with segmentation masks in a per-pixel manner

2. Test-time optimization of joint shape, pose and size codes given 

a single-view RGB-D observation of a new instance

★ Shape, Pose, Size and Appearance Codes

★ Shape and Appearance Reconstruction & pose estimation 

★ 3D only Optimization 

★ Octree-based differentiable optimization
○ Octree-based Point Sampling (coarse-to-fine sampling)

○ LOD 3 to LOD 8 (2-3x faster, 1.5x more memory efficient) 

○ Maximum-a-posteriori estimation to update latent codes

★ Contributions
○ Object-centric holistic scene-understanding 

○ Employ a joint implicit textured shape-prior to learn 

from a large collection of CAD models

○ Fast octree-based differentiable optimization

○ Over 8% improvement in mAP for 6D pose

○ 3D object understanding without needing 3D models

○ Joint implicit textured representation 

○ Learn from a large variety of CAD models (~100 ShapeNet Models)

○ Shape (SDF MLP), Texture (Siren MLP[2])

★ Metrics: 

★ Input

★ Predict

○ Test on NOCS Real275, 6 novel scenes, 2750 images

○ ShAPO demonstrates an absolute improvement of 1.8%, 25.4% and 

7.1% on NOCS Real275 on state of the art baselines[1]

○ Appearance optimization improves PSNR by ~78% 


